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Abstract
Humans are able to classify complex visual objects with
extremely high accuracy. Recently, deep convolutional
neural network (DCNN) models have reached and even
surpassed human performance at this task. Among re-
cent networks, the deeper the architecture, the better
the performance. Although loosely inspired by biologi-
cal brains, it remains unclear whether models reaching
human-level accuracy also perform computations similar
to those in the human brain. In earlier studies using shal-
lower architectures with poorer object classification ac-
curacy, greater depth and higher task performance were
associated with improved explanation of inferior temporal
cortex (IT) (Khaligh-Razavi & Kriegeskorte, 2014; Yamins
et al., 2014). Our results show that this is not the case for
state-of-the-art deep architectures that near or surpass
human performance; the deepest, best-performing mod-
els are not best at explaining representations in human
IT. In particular, deep residual networks (ResNets) are a
relatively poor match to the brain, despite their very high
classification performance. These findings open the door
to detailed explorations of the architectures that best ac-
count for the representational transformations, and thus
computations, performed in the ventral visual stream.
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Deep convolutional neural networks (DCNNs) have dominated
computer vision since AlexNet (Krizhevsky, Sutskever, & Hin-
ton, 2012) beat competing approaches on the 2012 ImageNet
Large-Scale Visual Recognition Challenge (Russakovsky et
al., 2015). Eight-layer object-classification-trained DCNNs
such as AlexNet explain human inferior temporal cortex (hIT)
better than other models tested (Khaligh-Razavi & Kriegesko-
rte, 2014), and display a correspondence between early–late
network layers and early–late ventral visual regions (Güçlü &
van Gerven, 2015). Since 2012, object classification perfor-
mances have risen steeply thanks to deeper and more elabo-
rate DCNN architectures, culminating in the near-human abil-
ity of deep residual networks (ResNets; He, Zhang, Ren, and
Sun (2016)). Based on previous findings, we might expect
that the greater depth and higher task performance of newer
DCNNs will improve their ability to explain IT (Khaligh-Razavi
& Kriegeskorte, 2014; Yamins et al., 2014). Further, ResNets

can be interpreted as recurrent networks, and so could be
considered more biologically plausible than other, strictly feed-
forward, architectures (Liao & Poggio, 2016). Here we test
how well AlexNet and three deeper, higher-performing net-
works explain image representations in hIT.

Figure 1: Effect of architecture on ability of nets to explain
hIT (a) Correlation with hIT representational geometry as a
function of layer number in four recent DCNNs. (b) Similar-
ity to hIT as a function of ILSVRC object classification perfor-
mance (each dot represents one layer in the labelled network).

Methods
Human fMRI data: We recorded responses to 62 colour im-
ages in 24 human subjects with 3T functional magnetic res-
onance imaging (fMRI). Multi-voxel activity patterns were ex-



tracted for each image from hIT. For each subject, a represen-
tational dissimilarity matrix (RDM; Nili et al. (2014)) was com-
puted by taking the cross-validated Mahalanobis distances
between the patterns elicited by each pair of images.

DCNN data: Activation patterns to the 62 images were
recorded in four networks trained on the same 1,000-object
classification task (Russakovsky et al., 2015): AlexNet
(Krizhevsky et al., 2012), 16-layer VGG (Simonyan & Zisser-
man, 2015), GoogLeNet (Szegedy et al., 2015), and 50-layer
DeepRes (He et al., 2016). For each layer of each network,
an RDM was computed by taking the Pearson correlation dis-
tance (1-r ) between patterns elicited by each image pair.

Representational similarity analysis: To compare the repre-
sentation in hIT, for one subject, to that in a layer of a neural
network, we calculated the Kendall tau-a rank correlation be-
tween the respective RDMs (Khaligh-Razavi & Kriegeskorte,
2014). Data points in Figure 1a depict the mean correlation
across subjects for each layer of each network. Grey shaded
regions in Figures 1a and 1b display the noise ceiling, show-
ing the maximum possible performance of a model given the
noise in the data. The noise ceiling is calculated as the av-
erage correlation between each subject’s RDM and an RDM
averaged across subjects, either excluding (lower bound), or
including (upper bound) the target subject (Nili et al., 2014).

Figure 2: Multi-dimensional scaling (MDS) of representa-
tional geometries in three networks. Each dot represents
the RDM for our 62 stimulus images in one layer of the respec-
tive network (pale colours = early layers; dark colours = late
layers). While AlexNet and VGG cover similar paths in rep-
resentational space, the 50-layer ResNet traverses a different
and much less smooth path.

Results and Discussion
Depth and object classification do not fully explain hIT
representation The ability of DCNNs to explain hIT repre-

sentations is not fully determined by either the depth of the ar-
chitecture nor the model’s object classification accuracy. The
highest hIT similarity was reached in 22-layer GoogLeNet, but
was substantially poorer for a 50-layer ResNet.

Representational transformations differ between archi-
tectures Not all networks with the capacity to solve com-
plex object recognition do so in the same way, even when
trained on the same image set and task. Figure 2 shows
a two-dimensional projection of the representational trajecto-
ries taken across the layers of three networks. Networks with
similar architectures find similar routes (AlexNet and VGG-
16), but those with substantially different architectures (here,
a ResNet) may take substantially different paths through rep-
resentational space. The analysis of representational trajec-
tories via techniques such as multi-dimensional scaling may
be helpful both in the design and understanding of DCNNs.

Our results suggest that the deepest state-of-the-art engi-
neering solutions to object recognition may be diverging from
biological solutions, and open the door to more detailed archi-
tectural explorations.
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