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Abstract

In recent years, multivariate pattern analysis (MVPA) has
become an increasingly popular technique for analy-
sis of neuroimaging data. Here we present the DDT-
BOX, an open-source MVPA toolbox for analysis of elec-
troencephalography data using MATLAB and the LIB-
SVM library. The DDTBOX uses support vector machines
trained on patterns of event-related potential (ERP) am-
plitude data for the classification or regression of exper-
imental variables of interest. MVPA for ERPs comple-
ments conventional hypothesis-driven ERP analysis, and
permits the detection of subtle decision-related informa-
tion that might not be evident in conventional ERP anal-
yses. MVPA for ERPs also allows researchers to perform
an exploratory search for information in situations where
no ERP component is known to be specifically linked to
a cognitive process of interest. The DDTBOX is an easy-
to-use and open-source software package that allows re-
searchers to derive information time-courses for various
cognitive processes. It can be applied to data from a va-
riety of experimental paradigms, and may therefore prove
a valuable tool for the neuroimaging community.
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Introduction

In recent years, neuroimaging research in cognitive neuro-
science has increasingly used multivariate pattern analyses
(MVPA) to investigate higher cognitive functions. These tech-
niques are most commonly applied to functional magnetic res-
onance imaging (fMRI) data. Due to the poor temporal reso-
lution of fMRI, however, it is often difficult to track the temporal
dynamics of fast cognitive processes, and therefore to deter-
mine when predictive information becomes available. How-
ever, MVPA can also be applied to electroencephalography
(EEG) data (Blankertz et al., 2011), which has a far better

temporal resolution (in the range of milliseconds, as opposed
to seconds for fMRI).

There are several reasons that one might wish to apply
MVPA to ERP data. One reason is to ensure that analyses
make use of all information contained in ERP data, rather
than dismissing most of it as noise. The classical approach
in data modelling and statistics aims to build a model that
reflects the structure of reality, with interpretable model pa-
rameters, resulting in a focus on inference (Breiman, 2001).
Algorithmic modelling, however, reverses this approach: the
structure of the statistical model-and the interpretability of
model parameters—becomes irrelevant, since models do not
assume that the structure of reality is known. The focus of
this approach is on prediction, and the accuracy of a model
is tested by the accuracy of its out-of-sample predictions. Ma-
chine learning is one implementation of this approach that has
recently gained popularity in cognitive neuroscience. In par-
ticular, a supervised-learning approach using support vector
machines (SVM) is a powerful tool in neurocimaging analysis,
both for fMRI and EEG data.

Here we present the DDTBOX, a novel open-source MVPA
toolbox for ERPs that is tightly integrated with EEGLab for
MATLAB (Delorme and Makeig, 2004). The DDTBOX can be
used to predict latent cognitive variables directly from multi-
variate patterns of ERP data.

Methods

The DDTBOX uses support vector machines (SVMs) on pat-
terns of EEG amplitude data for the classification or regres-
sion of experimental variables of interest (see Figure 1). Am-
plitude patterns can be extracted across space (i.e. from all
channels; spatial decoding), time (i.e., all data points for each
channel; temporal decoding), or both (spatio-temporal decod-
ing). It allows for the use of linear or non-linear kernels, and
adjustment of analysis time window width and of the step size
with which this window is moved through the trial.
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Figure 1: Schematic overview of analysis pipeline for spatio-
temporal decoding of ERP data with 10-fold cross-validation.

It further comprises the extraction of feature weight maps
(including corrections as in Haufe et al., 2014), shuffled-label
permutation tests for group-level statistical testing, estimates
of the prevalence of decodable information in the population
(Allefeld et al., 2016), a variety of correction techniques for
multiple comparisons, and it contains various plotting func-
tions for individual and group-level results.

Results

Some of the recent results obtained with the DDTBOX illus-
trate its applicability: 1) Applied to perceptual decisions, we
have shown that even subtle decision biases, present several
hundred milliseconds before stimulus processing, were repre-
sented in neural activity patterns (Bode et al., 2012). 2) The
same techniques have been used to demonstrate the evolu-
tion of fast cognitive correction processes for erroneous deci-
sions that start 100 ms before response execution (Bode and
Stahl, 2014). 3) Support vector regression could also be used
to predict participants’ ratings of abstract stimulus attributes
such as arousal and time reference, even in the absence of
any explicit cueing of these dimensions (Bode et al., 2014).

Discussion

Using MVPA for ERPs complements conventional hypothesis-
driven ERP analysis, and therefore has several benefits: First,
even subtle decision-related information can be detected that
would otherwise be overlooked (Bode et al., 2012). Second,
patterns of activity can be directly linked to parameters in deci-

sion models, or used to predict processing of decision-related
aspects of stimuli (e.g., Bode et al., 2014). Finally, MVPA
for ERPs allows for a more explorative search for information
when no ERP component is known to be specifically linked to
the cognitive process of interest.

The DDTBOX is an easy-to-use and open-source software
package that allows for deriving information time-courses for
various cognitive processes. It can be applied to data from
a variety of experimental paradigms, is not restricted to de-
cision making, and could therefore be a valuable tool for the
neuroimaging community.

Toolbox code is freely available for download at http://
ddtbox.github.i10/DDTBOX/. Users can subscribe to the
mailing list by emailing |[ddtbox-request@freelists.org
with ‘subscribe’ in the subject line.
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